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Comparing corpora to AI/LLMs   I recently released seven detailed papers (almost 90 pages of information, and more 

than 100 different tests), which looked at how well the predictions of Large Language Models (or LLMs, like ChatGPT and 

Gemini) matched up with actual corpus data (see video summary). Overall, these “white papers” showed that the words 

and phrases generated by LLMs don’t match up very well with actual corpus data. But the LLMs are quite good at 

analyzing data, such as variation between genres, time periods, or dialects.  

And where they really shine is with collocates (nearby words) – especially comparing the meaning and usage of two 

words via collocates. As I mentioned in the collocates “white paper”, any corpus site that is based primarily on showing 

the collocates of words – no matter how advanced these displays may be – might want to re-think their strategy. This is 

especially true when you consider that LLMs are based on datasets that are a hundred or even a thousand times as large 

as the largest online corpora. And even more importantly, the neural networks that underly the LLMs are far more 

sophisticated than even the most advanced “association measures” of online corpora, which basically just use different 

fancy measures of the collocates that are nearby a “node word”. 

Integrating corpora and AI/LLMs   But perhaps corpora and AI/LLMs should not be “either/or”, but rather “and/with”. 

In other words, why not take what corpora are really good at – frequency data for words, phrases, collocates, and 
syntactic constructions (including comparisons between genres, time periods, and genres). And then combine this with 

the amazing analytic and classifying capabilities of the LLMs, and their advanced neural network-based knowledge of 
the relationship between words and phrases. (Of course, while the AI analyses offer powerful insights, users should 
remember that they represent intelligent suggestions based on patterns in the data, and they are not 100% accurate 

linguistic conclusions. If you demand absolute perfection, then LLMs might not be for you.) 

So this is the approach that we are using at English-Corpora.org. We query the corpora, to get unparalleled frequency 
data, especially comparisons between genres, time periods, and dialects. In the past, this data would just be 

presented to the end user, who would need to somehow make sense of the data (and this can be a daunting task for 

language learners). But now, with one simple click of a button in the corpus interface, the corpus data is sent (via 

an API call) to an LLM, where it is analyzed, and then the categorizations and analyses are sent back to English-
Corpora.org, where they are then integrated right into the corpus interface. 

 

For example, the LLM can classify and organize data for collocates and semantically-related phrases, and then display 
the collocates as part of semantically-relevant “clusters”, each with a label and an explanation. But of course all of 

the corpora data (including frequency by genre, time period, or dialect) is still there as well. And for the comparisons 
between words, frequency data in charts, differences between sections of the corpora, or KWIC (Keyword in Context) 

data, the LLM analyzes the data and sends back a concise explanation of what it thinks the corpus data means. And 

all of this happens “behind the scenes” and in just a few seconds. Nothing remotely like this is available via any other 
online corpora. 

 
Range of LLMs   Currently, users can select one of six different LLMs – (Chat)GPT (from OpenAI), Gemini (Google), Claude 

(Anthropic), DeepSeek, Llama (Meta), and Grok (xAI). And as they are using the LLMS to analyze the corpus data (or 

having the LLMs categorize words, phrases, and collocates into semantically-relevant groups), they can seamlessly move 

between the different LLMs, and thus get an even wider range of insight. 

Timeline for availability   The core integration of the LLMs with the corpora at English-Corpora.org is already done. I 

have presented preliminary information at an invited Euralex talk in April 2025, and I am giving plenary/keynote talks on 
this at conferences in Spain in mid-May 2025 and Germany in mid-July 2025. The AI/LLM functionality will then be made 
available to all users of English-Corpora.org soon thereafter; so probably late July 2025. Before making it available to all 

end users, I still need to refine the framework for “buying credits” for the API calls to the LLMs (English-Corpora.org is 

charged every time an API call is made), and providing users with access to saved LLM analyses. 

Examples   In the pages that following, I provide short examples of how the corpus data and LLM analyses and 

categorizations are integrated together at English-Corpora.org. 

https://www.english-corpora.org/ai-llms/
https://www.youtube.com/watch?v=WAzWoNzhZ9A&ab_channel=MarkDavies
https://www.english-corpora.org/ai-llms/collocates.pdf
https://www.english-corpora.org/ai-llms/compare-words.pdf
https://www.english-corpora.org/ai-llms/collocates.pdf
https://www.youtube.com/watch?v=WAzWoNzhZ9A&ab_channel=MarkDavies&t=7m14s
https://www.youtube.com/watch?v=WAzWoNzhZ9A&ab_channel=MarkDavies&t=7m14s
https://www.english-corpora.org/help/association-measures.pdf
https://euralex.org/euralex-talks/
https://www.aelinco.es/en/activities/xvi-congreso-internacional-linguistica-corpus-cilc2025
https://www.ids-mannheim.de/fi/veranstaltungen/workshop-corpus-linguistics-2040/


 

1. Classifying collocates (all corpora) 

A typical collocates display looks like the following, for cap (noun). It’s just a list of words, and it’s up to the end user 

to decide what the collocates tells us about the meaning and usage of the word. 

 

But at English-Corpora.org, users can simply click on [ AI: Categorize ] (see above) and then the LLM groups the 

collocates semantically, and include labels (and explanations) for each of the semantic groups. 

 

 

  



2. Classifying collocates (COCA, iWeb) 

For the COCA and iWeb corpora, you can also group collocates by part of speech (as in this search for bow, noun), 

and you can see whether the collocates typically comes before or after the node word (represented by the gray 

bars before and after the node word). And at Sketch-Engine, you have even more information about the 

node/collocate pair. But in no case are the collocates grouped by meaning. 

 

But at English-Corpora.org, users can simply click on [ Use AI to group ] and then the LLM groups the collocates 

semantically, and include labels (and explanations) for each of the semantic groups. 

 

 



 

3. Classifying phrases 

LLMs can also group phrases semantically, such as soft NOUN in COCA (note the genres, and note also that some 

entries have been removed for reasons of space in this document.) 

 
Or NOUN business: 

 



4. Comparing the collocates of two words (to see differences in meaning and usage) 

With both English-Corpora.org and Sketch Engine, users can see the contrasting collocates of two words, which 

provides insight into differences in the meaning and usage of the two words, such as nouns with quandary and 

predicament – two words with very similar meanings. But again, it’s still up to the end user to figure out what the 

two contrasting lists mean. 

 

Only at English-Corpora.org can users have AI help explain the difference between the two words: 

 

 



5. Analyzing differences between specific sections (genres, time periods, or dialects) 

At English-Corpora.org, you can select specific genres, time periods, or dialects, and see which words, phrases, or 

collocates are more common in one section than another. For example, the following are nouns that are more 

common with chain (noun) in fiction (left) and in academic (right) in COCA. But again, without AI/LLMs, it is up to 

the corpus user to be a “junior linguist” and figure out what the two sets of words, phrases, or collocates mean. 

 

By clicking  on  [ Use AI to compare ],  the user can have the LLM explain the difference, such as in the following. 

 

 



6. Analyzing differences across all sections (genres, time periods, or dialects) 

English-Corpora.org shows the frequency of individual words, phrases, collocates, or syntactic constructions in the 

different sections of the corpora, including genres (e.g. COCA or BNC), time periods (e.g. COHA, NOW, TIME, or 

EEBO), or dialects (e.g. GloWbE and NOW). But again, without AI it is up to the end user to make sense of this data, 

such as for ADJ food during the last 200 years in COHA: 

 

[ Analyze ] provides insight from the LLM, such as OpenAI (GPT), Google (Gemini), or Anthropic (Claude): 

 

 

 



7. Analyzing differences across all sections (charts) 

English-Corpora.org also shows the overall frequency of words, phrases, collocates, or syntactic constructions in 

the different sections of the corpora, including genres (e.g. COCA or BNC), time periods (e.g. COHA, NOW, or EEBO), 

or dialects (e.g. GloWbE). The LLMs provide useful analyses for the differences between sections, such as the “like 

construction” (CONJ PRON BE like , : and I’m like, no way) in COCA, need + NEG (e.g. needn’t, need not) in COHA, 

and soft day in Ireland in GloWbE. 

 

 

 

 

 

 



8. Analyzing concordance (Keyword in Context / KWIC) lines 

KWIC (Keyword in Context, or concordance) lines are kind of the “bread and butter” of corpus analysis. But it is 

often difficult for language learners to analyze the many lines of text, because there are too many words that they 

don’t know, and because it’s hard for them to see patterns in the text. But of course that is exactly what LLMs excel 

at – finding patterns in data. To take a very simple example, the verb fathom is often preceded by a negative or 

doubting word or phrase: can’t, couldn’t, cannot, can’t even, barely, hard to, etc. 

 

After clicking on [ Use AI to find patterns ], they will see a detailed explanation of patterns like the following: 

 

 



9. Generating word and phrase lists 

As was mentioned previously, when LLMs try to generate word and phrase lists by themselves, these lists don’t 

agree very well with actual corpus data. But at English-Corpora.org, we combine the LLM suggestions and the corpus 

data. The LLM suggests what it thinks are the most relevant words and phrases for to a particular topic, and then 

we rank those suggestions, using the actual frequency in the corpus. Here are just a few examples, and note that 

for reasons of space, this page shows just the first 10-11 entries for each search, while the corpus can show up to 

200 words and phrases. 

[NOW corpus] Prompt: [find words and phrases related to] tariffs 

 

[COHA corpus] Prompt: [find words and phrases related to] jobs that were done mainly by women in the 1800s 

 

And they can even be more “abstract”, such as: [COCA corpus] Prompt: [find words and phrases related to] ways 

to express condolences 

 



It is also possible to add lists of “good” and “bad” examples of words and phrases. For example, if we want to search 

in the NOW corpus for Japanese automobile models, but it is giving us words and phrases like Toyota, Honda, fuel 

efficiency, or electric vehicles, then we can add those to a “bad examples” list, and add Honda Civic, Toyota Prius, 

and others to a “good examples” list. The LLM will then generate a better list, such as the following: 

 

Likewise, in the EEBO corpus (1470s-1690s), if we search for “terms for sicknesses, which were common in the 

1500s-1600s”, but it is not giving us what we want, we could add “good examples” like putrid fever, grippe, ague, 

French pox, melancholia, and palsy (and perhaps spellings from the 1500s-1600s), we might then see a list like the 

following: 

 

It is also possible to see a short description (generated by the LLM) of the words and phrases, such as the following 

in the iWeb corpus for the prompt: [find words and phrases related to] nuclear energy. 

 



Finally, something that should be useful for language learners is the ability to enter a word or phrase in their native 

language. It will then translate this to English (sometimes in several different ways) and then find matching words 

and phrases from English. For example, a Spanish speaker could enter the following simple two word prompt in 

COCA: [find words and phrases related to] Spanish “manguera” (where manguera means “garden hose”), and with 

that simple two word prompt, they would see the following (which also includes a short definition, as in the example 

above). 

 

Or a German speaker could enter the following prompt in the 325 million word TV Corpus: [find words and phrases 

related to] the German phrase "Es tut mir Leid" (which roughly means “I’m sorry”), and they would see the 

following phrases. Not all of these are completely relevant, but it’s a good start, and it’s definitely not anything that 

other corpora could provide via their search syntax. 

 

English-Corpora.org already provided users with a much larger range of searches than any other online corpus site, 

with searches by word form, lemmas, variable length queries, collocates, topics (words co-occurring anywhere in 

the text), part of speech, synonyms (for example =beautiful or =strong ARGUMENT), customized word lists, and 

(with browse) by word frequency range, definition and even by pronunciation. 

The use of AI-generated words and phrases now takes this to an entirely new level. Users can search by any 

“concept”, as shown by the searches above, including concepts in another language. And as AI/LLMs improve even 

more, it will create even more powerful searches of the data in the corpora at English-Corpora.org. 

https://www.english-corpora.org/help/search-types.asp
https://www.english-corpora.org/flex-queries.asp
https://www.english-corpora.org/help/association-measures.pdf
https://www.english-corpora.org/help/topics-and-collocates.pdf
https://www.english-corpora.org/help/word-phrase.asp#pos
https://www.english-corpora.org/coca/?c=coca&q=121698959
https://www.english-corpora.org/coca/?c=coca&q=121698961
https://www.english-corpora.org/help/customized-word-lists.pdf
https://www.english-corpora.org/help/browse.pdf

